
TICS 2790 No. of Pages 21

Trends in 

Cognitive Sciences OPEN ACCESS 

Feature Review 

The ‘design features’ of language revisited
Michael Pleyer1 , Marcus Perlman2 , * , Gary Lupyan 3 , Koen de Reus 4 ,5 , and Limor Raviv6 ,7 
Highlights 
What makes human language unique? 
In 1960, Hockett proposed 13 ‘design 
features’ of language to identify com-
monalities with, and differences from, 
other nonlinguistic signaling systems 
and animal communication systems. 
His framework was highly influential in
shaping language evolution research
and cross-species comparative work.

Yet, in the 65 years since its publication, 
major advances in our understanding of 
Language is often regarded as a defining trait of our species, but what are its core 
properties? In 1960, Hockett published ‘The origin of speech’ enumerating 13 de-
sign features presumed to be common to all languages, and which, taken to-
gether, separate language from other communication systems. Here. we review 
which features still hold true in light of new evidence from cognitive science, lin-
guistics, animal cognition, and anthropology, and demonstrate how a revised un-
derstanding of language highlights three core aspects: that language is 
inherently multimodal and semiotically diverse; that it functions as a tool for se-
mantic, pragmatic, and social inference, as well as facilitating categorization;
and that the processes of interaction and transmission give rise to central design
features of language.
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language and animal communication de-
mand a rethinking o f what characterizes
language and what makes it unique.

We re-evaluate Hockett’s framework, fo-
cusing on three key features of language: 
its multimodality and semiotic diversity, 
derived from our ability to transform any 
behavior into a communicative act; its 
use for ostensive communication, social 
signaling, and cognitive augmentation;
and its nature as an adaptive system,
stressing the role of interaction and
transmission.
‘Design features’: a tradit ional comparative framework
What, if anything, makes human language distinct from the communication of other animals? In 
1960, the linguist Charles Hockett proposed a comparative, evolutionary approach to the 
study of language origins by enumerating a set of 13 ‘design features’ that highlight the supposed 
commonalities and differences between human (spoken) language, other human signaling sys-
tems, such as music, and the communication systems of other animals (e.g., the honeybee wag-
gle dance or gibbon calls) [1]. By breaking language into its constituent parts, Hockett aimed to 
determine which features are shared with other species and which combination of features
makes human language unique. This framework [1,2] was extremely influential in shaping the 
field of language evolution and cross-species comparative work: over the past 5 years alone,
his seminal paper [1] has been cited over 800 times. Hockett’s ‘design features’ are also fre-
quently included in introductory textbooks in linguistics and cognitive science [3], a testament 
to the appeal of this approach.

However, in the 65 years since its publication, many of Hockett’ s design features are in need of
major revision (Figure 1). For example, instead of being synonymous with speech (see Hockett's 
Feature 1: 'vocal-auditory channel'), modern scholars now understand that sign languages are 
also fully fledged languages, requiring a multimodal framework for the comparative study of lan-
guage [4,5]. Moreover, although Hockett characterized language as having ‘duality of patterning’ 
(i.e., the ability to combine meaningless sounds into meaningful words, and meaningful words 
intomore complexmeaningful sentences), we now know that sign languages can be fully produc-
tive without phonological combinatoriality [6]. In addition, contrary to Hockett’s view that lan-
guage fundamentally comprises ‘arbitrary’ signals (Feature 5), we now know that iconicity 
(i.e., motiv ated resemblance between form and meaning) is prevalent in languages, both spoken
and signed [7,8].

Notably, although Hockett did not claim that his design features are unique to human language
[1,2], recent research demonstrates that most are far more common across nonhuman an imal
communication systems than he originally envisioned (e.g., reviewed in [9]). For example, some 
nonhuman communication systems, including those of primates, such as Campbell’s monkeys,
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Relevant theme Design 
feature 

Original definition Where it stands now Status 

Multimodality 
and semiotic 
diversity 

(1) Vocal-
auditory 
channel 

Language is produced by articulating 
sounds with our vocal tract and perceived 
through our sense of hearing 

Language is multimodal and not restricted to 
speech. Humans readily learn visual (signed) 
languages, and the use of language involves 
multiple modalities, including manual gestures 
and facial expressions 

(2) Broadcast 
transmission 
and directional 
reception 

When humans speak, sound emanates 
outward into the environment and can 
travel in different directions. Listeners are 
able to localize the direction of the source 
of the sound 

The dynamics of signal transmission and 
reception depend on the modality of 
communication. For example, sign languages 
require line of sight and, thus, are broadcasted 
more narrowly than are spoken languages 

(3) Rapid fading 
(transitoriness) 

Speech exhibits a temporary quality 
because the sound waves of an utterance 
are only perceptible for a brief instant of 
time before they dissipate 

Temporal dynamics depend on the modality of 
communication. For example, unlike speech 
and sign, which demand immediate processing 
before the signal fades away, written text is 
persistent in time, enabling longer and more 
complex sentences 

(4) Total 
feedback 

Speakers have immediate access to the 
speech they produce, allowing them to 
monitor and modify it 

Feedback is present in all communication 
systems, not only in speech. Feedback comes 
from multiple senses (auditory, visual, and  
proprioceptive) and depends on the modality of 
communication 

(5) Arbitrariness Word forms bear no resemblance to their 
meaning 

Language combines arbitrary components with 
motivated ones. Iconicity is widespread in both 
signed and spoken languages 

(6) Discreteness Language distinguishes meanings 
through categorical (discrete) rather than 
analog contrasts 

Language includes a mix of discrete and graded 
features, such as prosody and iconic gesture 

Functions of 
language 

(7) Inter-
changeability 

Language users can take on both sender 
and receiver roles and can equally 
produce and comprehend any message 
that is expressible in language 

Proficiency in production and comprehension 
can be asymmetric. For example, in the case of 
language learning or passive bilingualism, 
individuals may be able to comprehend a 
language without being able to speak it 
proficiently 

(8) Specialization Language is designed and used 
specifically for the purpose of 
communication 

Language serves multiple functions, including 
ostensive and non-ostensive communication, 
social signaling, and cognitive augmentation 

(9) Displacement Language enables the ability to 
communicate about things that are not 
present in the here and now 

Displacement is fundamental to language and 
crucially depends on ostensive-inferential 
communication to identify relevant displaced 
referents 

Language as 
an adaptive 
system 

(10) Semanticity Words have specific meanings, which are 
characterized by fixed associations with 
recurrent features or situations of the 
world around us 

Linguistic expressions are made meaningful 
through a process of inference, which draws 
richly on linguistic and extralinguistic context. 
Meanings are not fixed but flexible 

(11) Productivity Language enables the ability to produce 
and understand novel meanings 

The expression of novel meanings is achieved 
by syntactic compositionality and 
conventionalized lexical innovation, which come 
about in the process of interaction and cultural 
transmission. Iconicity offers another route to 
productivity by enabling the creation of 
meaningful utterances without reliance on 
conventional form-meaning associations 

(12) Traditional 
transmission 

Languages and linguistic conventions are 
transmitted nongenetically by (social) 
learning and teaching 

Language can be learned in the absence of 
explicit teaching. The processes of interaction 
and transmission within and across generations 
give rise to other design features, such as 
productivity, arbitrariness, and semanticity 

(13) Duality of 
patterning 

Meaningful messages exhibit two levels 
of structure: (i) phonological 
combinatoriality (combining meaningless 
elements into meaningful units, e.g., 
sounds to words); and (ii) syntactic 
compositionality (combining smaller 
meaningful elements into larger 
meaningful units. e.g., words to 
sentences) 

Phonological combinatoriality and syntactic 
compositionality are two separate features of 
language that can develop independently of 
each other. For example, emerging sign 
languages can be fully productive without 
phonological combinatoriality. While all 
languages are compositional, they vary in how 
compositionality is divided between 
morphology, syntax and the lexicon
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Figure 1. Re-evaluation of Hockett’s ‘design features’ of language. Illustration of Hockett’s classic design features
with their original definition, a short summary of where they stand today in light of modern research, and a status update
for each one. Red ‘thumbs down’ indicates that an original feature is considered inaccurate. Puzzle pieces indicate that an
original feature is considered incomplete. A ‘mouth’ indicates that this feature only applies to spoken language. Green
‘thumbs up’ indicates that an original feature still holds true. The background color of the cells indicates which of the three
themes highlighted in the current paper is the primary reason for this update.
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and of birds, such as pied babblers, also show evidence of combining basic units into more com-
plex ones [10–12]. Similarly, communicating about referents not present in the here and now 
(‘displacement’, Feature 9), although rare in the animal kingdom , has been observed not only in
honeybees, but also in ants and great apes [13–16].

Considering scientific findings such as these, Wacewicz and Żywiczyński concluded that 
Hockett's design features are a ‘nonstarter’, arguing that comparative investigations of human 
language and animal communication need to move away from th inking of language as a set of
static features, and instead consider the capacities and processes that make language possible
[17]. In this review, we offer a ‘status update’ on how well Hockett’s original features capture the
properties of language (Figure 1) and discuss why recent developments in our understanding of 
human language and nonhuman animal communication demand a radical rethinking of the nature 
of human language and the processes underlying it (Boxes 1 and 2). We also show that integrat-
ing new evidence and theoretical advances can nevertheless lead to a productive comparative
approach.

Specifically, we focus on three broad themes that characterize our modern understanding of lan-
guage and show how each of these lead to a fundamental re-evaluation and reconceptualization 
of Hockett’s design features: (i) multimodality and semiotic diversity; (ii) the functions of language; 
and (iii) language as an adaptive syste m. For example, while Hockett conceived of language as
characterized by a set of static features, modern research views language as a fundamentally dy-
namic and adaptive system, which is continuously changing [18]. In this sense, the design feature 
of ‘traditional transmission’ is best thought of not as a static feature, but as the social processes of 
interaction and transmission, which drive the creation of other design features, such as ‘arbitrar-
iness’ (Feature 5), ‘semanticity’ (Feature 10), and ‘duality of patterning’ (Feature 13), as shown in
experimental research on the cultural evolution of language [19–21]. Similarly, Hockett’s feature of 
‘specialization’ (Feature 8) suggested that the function of language is the transfer of semantic in-
formation using a discrete ‘code’. However, a more contemporary understanding of the functions 
of language requires us to move beyond treating language asmerely a system for communicating
Box 1. Lessons from nonhuman animals: the value of com parative work in language evolution

Years of animal communication research have shown no evidence of language in nonhuman animals. Yet, some of their 
communication systems share key features with human language (e.g., multimodality, social signaling, and 
combinatoriality), suggesting that these traits have not evolved exclusively in humans. Thus, a comparative approach to 
language can be highly informative in understanding which biological and social factors drive the evolution of these shared
features. However, the communication systems of many animal species remain poorly understood, mostly due to a lack of
species-appropriate paradigms andmeasures that take into account the unique biology and socioecology of each species
[181]. 

Notably, comparative work has focused largely on vocal and gestural communication, probably because these modalities 
are most salient to humans. However, without properly considering how species actually perceive these signals, and with-
out paying more attention to modalities or features to which we as humans are less sensitive but are highly prominent in 
other species (e.g., vibration), we may never be able to fully appreciate their communication systems. For example, zebra 
fi nches, which are seen as promising models for understanding the evolution of human vocal learning, produce songs
characterized by sequences of elements arranged in fixed patterns [182,183]. However, recent psychoacoustic work sug-
gests that zebra finches care less about song sequences and instead attend to the spectrotemporal features of smaller
song units to which they are sensitive at a level beyond human perception [184]. 

Machine learning can help to overcome these biases, and can improve our analysis of animal signals by picking up on sub-
tle regularities, integrating different modalities, identifying function by systematically mapping signals to their social and en-
vironmental contexts, and comparing signals from different species at an unprecedented level [185]. However, despite the 
potential far-reaching applications of machine learning, we should remain aware that our intrinsic human biases [186] can 
still influence their outcomes. Nonetheless, a comparative approach that relies on less subjective tools may be highly infor-
mative in uncovering the complexities of the communication systems of other animals, as well as the evolutionary origins of
features that are shared with human language.

Trends in Co
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Box 2. What counts as language?
Notably, there is currently no consensus on the definition of ‘language’ and how much it overlaps with ‘communication’. Different theo retical frameworks range from
more restricted to more expansive views of what counts as language [187]  (Figure I). Different scholars prescribe to different views along the restrictive–expansive con-
tinuum, which guides their interpretation of neural and behavioral patt erns as well as their expectations from theories on language learning, use, and evolution.

A longstanding approach, which is largely rooted in the generative linguistics program, holds that language comprises a mental dictionary of words and an abstract g rammar for
combining them [188,189]. In these more restricted views, processes, such as pragmatic inference, and communicative signals, such as iconic gestures and gaze, are outside 
the bounds of language. The influence of these views canbe seen in recentwork that aimed tomap the ‘language network’ in the brain,which is thought to encompass language-
specific representations of ‘sounds, words and syntactic structure, along with a large set of form-meaningmappings for words and constructions’ [190] that are used to encode 
and decode linguistic messages. These views have focused on the highly standardized, systematic properties of human communication, treating language as amodular system 
that exists independently of more spontaneous and multimodal elements of communication, such as iconic gestures, pr osody, and facial expressions.

However, scholars favoring a more expansive approach consider spontaneous and multimodal aspects of communication to be just as distinctive of human  languages  as  
vocabularies and grammars. Within this expansive approach, language is seen as a multimodal system that includes both conventionalized and spontaneou s elements,
such as gestural-kinematic, and visual aspects, including co-speech gestures [4,24]. In this view, the uniqueness of human language is that it can use and recruit multiple 
semiotic resources through ostension, or ‘means for making meaning’ [191], including elements that would be considered ‘nonlinguistic’ under a restrictive view.

Regardless of whether one’s use of the term ‘language’ is reserved for only the most systematic and conventional elements of human communication, such as those 
found in vocabularies, grammars, and sound systems, the point is that humans’ extraordinary expressive power is derived from our (seemingly unique) capacity to turn
nearly every behavior into a communicative act through ostension.

(A) 

(B) 
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Figure I. Language in a restricted versus expansive perspective. (A) Annotated example of a real-life speech act with corresponding visual snippets, with underlined 
text indicating a co-occurring gesture and brackets indicating a nonstandardized vocalization. (B) How different aspects of communication (spanning lexical semantics, 
syntax and morphology, phonetics and phonology, pragmatics, and visual signals) can be characterized along two axes: from arbitrary to motivated, and from 
spontaneous to conventionalized. Different views would consider different elements as ‘language’. A more restricted view includes only conventionalized elements, 
which are treated as arbitrary components (e.g., words, word order, and phonetics; top-right quadrant). A more expansive view also includes spontaneous, pragmatic, 
visual, and clearly iconic components as ‘language’ (e.g., emotional and iconic prosody, facial expressions, co-speech gestures, and hesitation markers; bottom-right 
and bottom -left quadrants). The top-left quadrant of spontaneous and arbitrary components is empty, because a truly arbitrary and unconventionalized signal would not
be understood due to the lack of any common ground. (A) Based on www.youtube.com/watch?v=6L94Qy_D998&ab_channel=FOX10Phoenix.
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discrete, semantic information, and instead also consider the other functions it serves, such as 
social signaling and cognitive augmentation. Moreover, becausemeaning-making in language re-
lies heavily on pragmatics, ostension, and inference [22], we highlight ostensive-inferential capac-
ities as a central component of human language and cognition, which enable interlocutors to turn 
just about any behavior, whatever the modality , into a communicative act. In this view, it is the de-
sign features of human interaction [23] that are central to the emergence of many of the design
features of human language.

Multimodality and semiotic diversity
The title of Hockett’s  article,  ’The origin of speech’,  reflected the predominant view during the mid-
20th century that language and speech were synonymous. This explains why the ‘vocal–auditory 
channel’, ‘broadcast transmission and directional reception’ (Feature 2), ‘rapid fading (transitori-
ness)’ (Feature 3), and ‘total feedback’ (Feature 4) were essential features of language for Hockett. 
Scholars of that era did not pay much attention to the role of visual information in speech and did 
not recogni ze that sign languages were fully fledged languages. Many researchers now consider
multimodality and semiotic diversity as vital properties of language [4,7,24–27]. 

Language is multimodal in two ways. First, it exhibits modality flexibility and can be imple-
mented in different modalities. Sign languages used in deaf communities, of which more than 
200 are currently documented, with more documented each year, have all the linguistic com-
plexity and expressive power of spoken languages [5]. Moreover, neuroscientific  work  shows  
that signed and spoken languages are processed similarly in the brain [28]. In some relatively 
isolated communities, an incidence of heritable deafness of only a few percent of the population 
is enough to spur the creation and maintenance of sign languages [29]. In the case of 
Nicaraguan Sign Language, interactions among only a few cohorts of students attending a 
newly established school for the deaf were sufficient for the emergence of a new sign language
[30]. Moreover, sign languages may not be limited to only the visual modality. Around 2006, a 
tactile communication system, known as Protactile, began to emerge in a deaf–blind commu-
nity in Seattle, USA, and is already developing core ling uistic properties, including phonological
and syntactic structures [31]  (Box 3). The modality flexibility of language is also apparent in the 
ease with which people adapt to new technologies, such as video conferencing, texting , and
emojis, which quickly develop systematic conventions similar to spoken and signed languagesi . 
For instance, Emoji show emerging grammatical patterns, such as the use of reduplication as an 
intensifier, for example indicating ‘a lot of money’ [32]. 
Box 3. Prot actile
Protactile is an emerging communication system used by a community of DeafBlind signers in Seattle, USA [31]. Distinct from visual American Sign Language, Protactile 
is created by DeafBlind people themselves, designed for tactile communication, and its users note that it enables dramatically more fluid and effective communication. 
Users communicate via reciprocal, tactile channels, with each person using their hands and arms, upper back, and, when in a seate d position, knees and the top of the
thigh as contact spaces for interaction. Signers coform utterances by using not only their own, but also their interaction partner’s body, who they are in physical contact
with (see [192] for examples fromNorwegian and Swedish signers). Researchers and users of Protactile describe the emergence of a phonological system, implemented 
through proprioceptive constructions, comparable to classifier constructions in sign languages [31]. Proprioceptive constructions are articulated jointly between a con-
veyer and a receiver working together in standardized ways to articulate the language. Similar to visual sign languages, Protacti le features a large amount of iconicity,
which is rooted in spatial and tactile, rather than in visual, form-meaning resemblance.

Tactile sign languages are a testament to the incredible human ability to create language in different modalities, making use of whatever semiotic resources are available. 
They challenge long-held theories about the nature of language, providing compelling evidence for the need to re-evaluate the view of language expressed in Hockett’s 
design features. Tactile sign languages demand a viewwhere language is multimodal and semiotically diverse (see ‘Multimodality and semiotic diversity’ in themain text), 
where meaning is jointly constructed in interaction based on ostension, inference, and context (see ‘Functions of language’ in the main text), and where structure dy-
namically emerges over the course of (and is shaped by) interactive encounters (see ‘Language as an adaptive system’ in the main text).

Trends in Cognitive Sciences, Month 2025, Vol. xx, No. xx 5



Trends in Cognitive Sciences
OPEN ACCESS
Second, even within a particular modality, language is profoundly multimodal. For example, spo-
ken language involves the tight integration of vocalizations with visual signals, including manual
gestures, facial expressions, gaze, and movements of the head and torso [27,33–35]. Sign lan-
guages alsomake use of multiple channels, including the face and torso as well as the hands. Tra-
ditionally discounted as falling outside the realm of language, these communicative signals are not 
merely supplementary to language, but are critical to how meaning is cons tructed and derived
during interaction [4]. For instance, co-speech gestures affect what mental model is constructed
by receivers [36], and the visible information in manual gestures and facial expressions can influ-
ence the auditory perception of speech itself [37,38]. In this contemporary and more expansive 
understanding of language (Box 2), speech, gestures, and other visible signals are all comple-
mentary parts of an integrated multimodal system. While speech can be understood without 
these multimodal aspects, such as when talking on the telephone, face-to-face interacti on has
historically always been the primary context for communication in our species, emphasizing
that language thus evolved as a multimodal system [39]. 

Once the multimodal aspects of language are integrated in our theoretical thinking, one is re-
quired to also consider the ‘semiotic diversity’ of languages, combining not only mult iple modal-
ities, but also multiple methods of signaling [8,25,26]. For example, Hockett focused on the 
‘discreteness’ (Feature 6) of linguistic forms (i.e., words) and the contrastive function of pho-
nemes to categorically distinguish one word from another, assuming that all word forms have 
an ‘arbitrary’ relationship to their meanings. While it is true that many spoken words (and signs) 
are discrete and appear arbitrary, it is nowwidely accepted that all languages regularly use signals
with ‘motivated’ correspondences between form and meaning (i.e., iconicity; Figure 2), which 
serve important functions in language learning and development [40–42], as well as in lang uage
evolution [43,44]  (Box 4). These iconic correspondences are often graded, with modifications in 
form conveying analogical differences in meaning. Across sign languages, many sign s are
depictive and many also index locations on the signer’s body or in space [45]. Major components 
of signed grammars are also iconic [46], including devices such as constructed action, in which 
signers use their bodies to physically enact the roles, actions, and expressions of people, animals,
or other entities [47]. Furthermore, signs are often graded, and can be iconically modified to ex-
press a particular meaning in context, for example, modifying the shape and size of the sign for
‘shoe’ to depict a specific form of shoe [48], or modifying the form of ‘swim’ to show a specific 
manner of swimming [49]. While early sign language researchers downplayed these functions
[50], the vital role of these semiotic modes is now increasingly recognized. In fact, some re-
searchers have proposed that, if the study of language had begun with sign languages, multimo-
dality and iconicity would have taken on a prominent role much earlier [51].

Spoken language also features much more iconicity than previously appreciated (Figure 2). First, 
many of the gestures that people produce when they speak are clearly motivated by the meaning 
being expressed. These include gestures such as pointing at relevant entities, enacting actions
and events, depicting the shapes of objects [27], and even representing more abstract ide as
through metaphor [52]. Crucially, speech itself also features a lot of iconicity. Spoken languages 
contain a substantial number of iconic words forms, including onomatopoeic words for sounds 
(e.g., ‘buzz’ or ‘crash’) and ideophones more generally, which are now understood to be a dis-
tinct lexical class of highly vivid, depictive words found in many, if not most, spoken languages
[53]. Moreover, cross-linguistic statistical analyses show that iconicity exists all over the lexicon: 
across many different languages, words with the same meanings tend to share similar sounds 
(e.g., the high front vowel /i/ is frequently used in words for ‘small’, and rhotic consonants such
as /r/ often appear in words for ‘rough’) [54,55]. These iconic patterns extend beyond isolated 
words to larger portions of the vocabulary within a particular semantic domain, such as size
6 Trends in Cognitive Sciences, Month 2025, Vol. xx, No. xx
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Figure 2. Iconicity across modalities. (A–C) Iconic signs from American Sign Language, illustrating how iconicity can depict both concrete and abstract meanings. (D, 
G) A speaker producing an iconic gesture as they utter the phrase ‘little bitty’ with heightened pitch. The iconic gesture (D) and the iconic high pitch corresponding to ‘little 
bitty’ (G) are marked in red. (E,H) A speaker describes the sudden descent of an airplane with a multimodal expression (‘the plane goes…’), depicting the descent with an 
iconic gesture (E), and a corresponding sound effect marked in a bracket in the spectrogram (H). (F) A person producing an iconic ‘thumbs up’ emblem, where the upward
orientation of the thumb aligns with a widespread conceptual metaphor in which ‘up’ is associated with positive valence. (I) Spectrogram of iconicity in speech, using the
Dutch word ‘ruw’ (meaning ‘rough’) that includes trills in its initial phoneme (marked with a bracket); previous research showed that trilled /r/ is iconic of roughness across
many spoken languages [57]. (A–C) Reprinted from https://aslsignbank.haskins.yale.edu/. Abbreviation: ASL, American Sign Language.
adjectives [56] and texture descriptors [57]. Moreover, spoken languages also make grammatical 
use of iconic strategies by, for example, using the order of words to represent the temporal se-
quence of events and plac ing forms closer together in correspondence to concepts that are
more closely related [58]. 

Semiotic diversity is also reflected in how we say words (the prosody of speech), including into-
nation, rhythm, tempo, and timbre. Prosody is shaped by a range of factors, such as speakers’ 
attitude on a topic, the prominence of particular wordswithin a sentence or conversation, the syn-
tactic structure of the utterance, and the type of speech act (e.g., question versus statement). 
While prosody is partly guided by conventional patterns, much of it is spontaneous and dynam-
ically molded in graded ways that are tuned to context and the particular meaning being
expressed. Similar to iconic gestures, speakers often modify their voice to depict meaning,
Trends in Cognitive Sciences, Month 2025, Vol. xx, No. xx 7
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Box 4. Iconicity and the evolu tion of language

Whenever people need to communicate without a shared language, they instinctively resort to iconic signals (pantomime, sound effects, or drawing) to get their meaning 
across [20,156,193]. Iconicity enables people to communicate flexibly and productively even without the use of shared conventions, a function familiar to anyone who 
has ever played ‘charades’. This capacity to innovate meaningful signals is fundamental to the creation of symbol systems, including signed and, hypothetically, spoken
languages [149]. 

While the role of iconicity in the origins of signed languages is obvious, its role in the creation of spoken languages is more opaque. ‘Gesture-first’ theories postulate that 
signmust have preceded, and served to bootstrap, the formation of spoken symbols because of the assumed superior potential for iconicity in gesture over speech [93]. 
However, there is now ample evidence for iconicity in spoken languages, and semiotics experiments show that people can create iconic vocalizations to express a range 
of meanings [194], and that these novel vocalizations are understandable by people from diverse linguistic backgrounds [195], showcasing the potential to use vocal-
izations to communicate without convention. This research suggests that iconicity is at the root of all languages, spoken and signed alike.

The importance of iconicity in language evolution raises questions about the phylogeny of humans’ iconic faculty. While language-trained great apes can learn to use
rudimentary systems of arbitrary symbols in different modalities [196], it is not clear whether they are able to make use of iconicity in their communication. Apes produce
gestures that appear iconic [197], including directive visible movements [198] and pantomimes of different actions [199]. However, it is disputed whether they have any 
psychological awareness of the iconicity of their gestures as humans do [200], or whether the gestures are formed instead from the ritualization of functional actions in
development [201] or evolut ion [202]. Recent work argues that great ape gestural forms are recruited from action schemas and natural bodily movements leading to an
‘iconic’ resemblance between the form of a gesture and its meaning [92], although it is debated whether apes are reflectively aware of this resemblance for communi-
cation [203]. Therefore, the extent to which we see precursors of iconic communica tion in our closest relatives remains to be determined.
such as slowing their tempo to represent a ‘sloooow’ event or raising their fundamental pitch to
describe something ‘teeny’ [59]. 

As this overview shows, multimodality and semiotic diversity are ubiquitous in human language
(Figure 2). Under this lens, language is an integrated system that combines conventionalized 
and less conventionalized forms that vary in the degree to which they are discrete versus graded
and arbitrary versus iconic (Boxes 2 and 4). One counterintuitive consequence of such semiotic 
diversity and language being an adaptive system is that it allows for inventing new language mo-
dalities, such as written text, which strips away multimodal resources, including co-speech ges-
ture and prosody (supplementing some of the latter with punctuation marks). It is tempting to 
conclude that the ability of humans to master written language means that language nee d not
bemultimodal. However, all usedwritten languages are originally derived from spoken languages.
Interestingly, even though written text alone appears to contain sufficient information/structure to
enable a large language model (LLM) to learn a productive grammar (Box 5), the fact that such 
models require huge amounts of data compared with human learners may parti ally stem from
the absence of multimodality [60]. 
Box 5. Language as training data for machines and humans

LLMs, such as ChatGPT, are trained largely through next-token prediction, wherein the model learns a set of weights for predicting what words are most likely given a 
previous linguistic context. The remarkable efficacy of this approach to learning basic aspects of word meanings was first demonstrated by Elman’s simple recurrent
networks [204]. The transformer architecture used by modern language models [205] descends from this tradition [206], but allows for training on orders of magnitude 
more data and to incorporate context in more flexible ways.

The idea that self-supervised systems can learn complex structure in the course of lowering predicti on error is now a mainstay of cognitive science and neuroscience
[207,208]. Previously, however, this learning was applied to specific domains. A system designed to lower predicti on error in visual input can, for example, learn to in-
tegrate visual contours [209] and recognize objects [210]. Nevertheless, the productivity of languagemeans that the information embedded in it is far broader, such that, 
when the same predictive approach is applied to language, a model ends up learning far more than language itself [211], but a surprisingly rich and varied amount of 
world knowledge. A system tasked with predicting ‘Humpty ___’ can succeed by learning simple bigrams; one tasked with predicting ‘Paris is the capital of ___’ can 
get by with learning isolated facts. However, as the variety of what needs to be predicted grows (e.g., ‘After the accident, he was___’; ‘The ba nana turned ____’,
‘A sequence is divergent if its limit ____’), success requires learning more general models [212]. Investigating these ‘world models’ is an active are a of research
[213]. The flexibility with which LLMs deploy such knowledge in the service of tasks such as answering questions from a range of standardized tests [214] 
and about novel documents [215], style transfer [216], and even creating a new languageii , far exceeds any system that merely parrots its input [218]  or  
‘auto-completes’iii . 

Showing that LLMs are good models of human cognition requires more than impressive performance on benchmarks. That said, the finding that exposure to language 
alone can lead neural networks to succeed on such a wide range of tasks raises the question of whether the human ability to excel at such a wide range of cognitive tasks
may depend more on linguistic ‘entrainment’ than generally acknowledged [75,219].
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Adopting a view of language as being characterized by semiotic diversity means that the entire 
integrated system of multimodal ways of meaning making should be the object of study. From 
this vantage point, we can see evolutionary precedents for some of the key features of language.
More specifically, such a point of view can make productive contact with recent research in non-
human animal communication, which has increasingly highlighted the role of multimodality [61], 
with evidence of multimodal communication found in primates, elephants, birds, liza rds, frogs,
and spiders, among others [62–64]. For example, nonhuman primates integrate gestural, facial, 
and vocal channels during communication [65–67]; anurans, such as squirrel treefrogs and 
poison-dart frogs, combine vocal signals with visual displays (e.g., besides helping vocal produc-
tion, inflating their vocal sacs also serves as an important visual signal for mate attraction and ter-
ritorial defense) [68]; and social insects, including ants, use multimodal signals with chemical and
vibrational properties [69]. Thus, in the animal kingdom, multimodal communication appears to 
be the norm rather than the exception.

While there are many examples of multimodality in the communication systems of nonhuman an-
imals, much less is known about the ability of other animals to flexibly adjust their use of different 
modalities during communication. Interestingly, recent work suggests that several species can 
flexibly adjust their signals, at least to some extent, based on their social and/or physical environ-
ment. For example, African savannah elephants and chimpanzees will appropriately switch mo-
dalities and use audible or tactile gestures if their intended receiver is not paying visual attention
[62,70]. Moreover, male wolf spiders will use more seismic signals to attract females if substrates 
in their habitat have good vibration conduction properties, but will use more visual signals on sub-
strates where seismic communication would be less effective [71]. However, more work is 
needed to determine the extent of modality flexibility in nonhuman animals.

With respect to iconicity, although the kind of ‘open-ended’ iconicity associated with human com-
munication may be rare in the animal kingdom, it is not unprecedented. For example, in the waggle 
dance of the honeybee (touted byHockett as an example of displacement), the duration of thewag-
gle corresponds to the distance to a food source, and the direction of the dancemaps the directi on
of the food relative to the azimuth of the sun [72]. Thus, the honeybee waggle dance constitutes a 
narrow but productive iconic communication system, encoding specific information about the loca-
tion of food in a motivated and flexible way. This combination of fixed and variable iconic compo-
nents may be seen as schematically analogous to some (vastly more flexible and semantically 
complex) classifier constructions in sign languages, whereby a conventionalized handshape repre-
senting an entity (compared with the genetically fixed ‘waggle’ of the honeybee dance) is combined
with variable movement to depict aspects of the movement of the entity, such as its direction,
speed, and manner [46]. However, the question of whether our closest relatives, the great apes, 
show evidence of iconicity in their communication remains controversial (Box 4). 

Functions of language
In Hockett's view, the production of language ‘serves no function except as signals’.  This feature  of  
‘specialization’ was intended to capture the purely communicative nature of language, distinguish-
ing it from behaviors such as the panting of a dog, which may inform others that the dog is hot, but 
primarily functions to cool the body rather than co mmunicate (in animal behavior terminology, the
panting is a cue rather than a signal [73]). The idea that language is ‘for’ communication has 
been a recurring theme in the language sciences. For example, attempts to explain the emergence 
of language in terms of increasing biological fitness (e.g., [18,74]) view communication as the cen-
tral adaptive function of language. In more recent investigations of the neural substrates of 
language, researchers interpreted evidence of functional specialization for language processing 
(the ‘language network’) as supporting the idea that these regions specialize in mapping between
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forms and meanings of lexical items and constructions [75], a conclusion broadly supporting 
Hockett’s claim that language is specialized for communication. Here, we outline three important 
revisions to the feature of ‘specialization’ concerning the functions of language (Figure 3A). First, 
while Hockett conceived of linguistic communication strictly in terms of a code model in which 
meaning is encoded by the producer and decoded by the recipient, linguistic communication is 
in fact best understood as a process of inference through ostension. Second, in addition to the 
sort of semantic information Hockett focused on, language also has an imp ortant role in social
signaling. Third, language also has a cognitive function: augmenting nonverbal cognition.

Ostensive commun ication
Hockett viewed linguistic communication strictly in terms of a code model: a sender encodes a 
message in words, and a recipient decodes the message. The code model is behind commonly 
used expressions such as ‘put your thoughts into words’, ‘I didn’t catch that’, and ‘The meaning
of that sentence is hard to unpack’ [76]. This way of thinking about linguistic communication, and 
the broader information theoretic principles from which the code model derives [77], have been 
enormously useful in understanding language as a process of optimizing for competing pressures
[78]. For example, different languages trade off ambiguity and complexity: having a different word 
for maternal versus paternal grandpa rents allows for more precise referencing, but requires more
complex kinship systems [78,79]. Viewing linguistic communication in terms of codes that need
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Figure 3. Functions of language and language as an adaptive system. (A) A major function of language is ostensive
inferential communication. The meaning of ‘Isn’t that Tom’s bike?’ is not in the words. Rather, the words are cues that enable
a comprehender to construct a meaning using their background knowledge and context. Language also appears specialized
for social signaling, as when one’s accent conveys information about where the speaker is from. The third function is cognitive
augmentation, as when continuous color representations are made more categorical through color labels, affecting
performance in perceptual tasks, such as color discrimination. (B) Underlying the human capacity to use language is the
capacity for ostensive/inferential communication enabling people to turn a variety of behaviors into communicative acts
and giving rise to the semiotic diversity that characterizes language use. Combinatoriality and compositionality emerge
over the course of language learning (vertical transmission) and interaction (horizontal transmission), enabling productivity
which allows users to, in principle, communicate about anything that is within the human conceptual capacity. This
includes displaced referents.
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to be learned and effectively transmitted also accommodates a range of communication by non-
human animals, such as mating, threat displays, and signaling systems, including the honeybee 
waggle dance. In all these cases, the goal of the signaler is to use signals to produce a change in 
the behavior of the recipient. However, developments in the philosophy of language, linguistics, 
and animal communication have shown that this code model fails to capture two key aspects
of linguistic communication.

First, the ‘conventional’ meanings of words of the sort Hockett had in mind (utterance meaning) 
often depart from themessage intended by the speaker (speaker meaning) [80–82]. For example, 
the intended meaning of a simple expression such as ‘Pass the salt’ could be a bona fide request 
to pass the salt, serve as the punchline of a joke, a quote of what someone said, or an attempt to 
change the subject (‘So what’d you do this morning?’  ‘Uhm, pass the salt’). A view focusing on 
the importance of inference and pragmatics helps explain the pervasiveness of ‘nonliteral’ mean-
ing in language, which was neglected in Hockett’s framework. Metaphor, metonymy, idioms, and
polysemy are now also recognized to be just as central to language as its more literal aspects
[83,84]. The experimental and computational study of these inferential processes is one of the 
fastest-growing fields of linguistic inquiry, with its own formal frameworks, such as the Rational
Speech Act framework, aiming to capture how context informs inferences [85,86]. Receivers in-
terpreting signals based on combining information from multiple signals and social context are 
also increasingly found in animal communication [87,217,220]. For example, for the alarm calls 
of vervet and putty-nosed monkeys and for the gestural communication of great apes, interpr e-
tations are highly dependent on interpersonal, contextual and situational information [88–90]. 

Second, much of human communication is ostensive. In the field of pragmatics, communication 
is ostensive when one does not only communicate something, but also intends their interlocutor 
to recognize that they are trying to communicate something to them. In this view, human commu-
nicative acts have both informative intent (to inform the audience of something) and communica-
tive intent (to inform the audience of one’s informative intention; i.e., to communicate your intent to
communicate [82]). Consider trying to communicate to a waiter that we would like another coffee. 
We can use language: ‘I’d like another coffee’. However, we can also use a variety of nonverbal 
expressions, such as tilting the empty cup in the direction of the waiter, or raising a finger after our 
neighbor says that they would like a refill to indicate that we would also like one [23,91]. This 
adeptness at turning just about any behavior into an act of ostensive communication, be it tilting 
a cup, exaggerating a smile, or looking disapprovingly, suggests that underlying the ability o f
humans to use language is a more general capacity for ostensive communication, without
which language would not be possible [22,92]. Underlying ostension is a suite of social cognitive 
capacities and motivations, including joint attention to the perceptual and conceptual commo n
ground (e.g., background knowledge) that we share with our interlocutors [91]. For example, 
shared common ground can determine whether pointing to a bicycle parked in front of a bar 
will be interpreted as ‘This is our friend Tom’s bike, so le t’s go inside’ or ‘This is your ex-
partners’ bike, so let’s avoid this bar!’ [93]. 

Ostensive communication is characterized by a high level of voluntary control. For example, when 
we speak or tilt a cup to communicate wanting more coffee, we do so voluntarily. By contrast, 
non-ostensive communication tends t o be more automatic, as in the case of natural smiles,
laughter [94], and spontaneous screams [95]  (Table 1). The ease with which people make use 
of ostensive communication may also help explain the feature of ‘displacement’. Recipients try 
to interpret the communicative relevance of ostensive signals (such as ‘Tom’s  bike’). If there is 
no relevant referent in their immediate surroundings, this might trigger in the recipient a search
for the relevance of a signal beyond the here and now based on common ground between the
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Table 1. A comparison of behaviors used non-ostensively versus ostensivelya 

Behavior Non-ostensive use Ostensive use 

Laughter/smiling/screaming ‘Duchenne smile’ or natural laughter as 
a spontaneous response; a scream
from an acute injury

Smiling, laughing, or screaming 
intentionally to convey something, for 
example ironically laughing in response
to something that transparently was not
funny

Using a particular linguistic
variety

Speaking casually with one’s natural 
sociolect (e.g., Southern US English, 
Irish English, Flemish, Austrian
German, Shanghainese, Brazilian
Portuguese, etc.)

Using an accent/sociolect in a way that 
makes clear that the choice of accent is 
intentional, for example switching to a
nonstandard dialect after hearing one’s
interlocutor speak in that dialect

Yawning Yawning due to tiredness Directing an interlocutor’s attention and 
then yawning in an exaggerated manner
to communicate ‘this is boring’

Bodily action Tilting a cup to drink Tilting a cup to signal to a waiter that we
want more coffee

a Many behaviors that occur automatically and spontaneously, such as smiling, laughing, yawning, or using a particular ac-
cent, can also be used ostensively (i.e., in a way that makes it clear to others that they are being used for the purpose of com-
munication). Our capacity for o stension allows us to turn ordinarily non-communicative behaviors, such as yawning and
drinking, into communicative ones.
communicators (such as ‘we saw Tom’s bike in front of a bar yesterday’). Thus, ostensive-
inferential communication and social cognition fundamentally underlie many of t he processes
that give rise to the design features of language [23,93,217]. 

Social signalin g
Linguistic utterances convey not only semantic information, but also social information. For exam-
ple, merely using a particular language or dialect already conveys one’s status as a member of a 
particular community, and one’s accent in a second language can often give away one’s first lan-
guage. Moreover, linguistic variation within language communities is often tied to gender, social
class, and ethnicity [96]. This makes language a highly reliable marker of social identity [97,98]. 
Individual differences in language use are also distinctive enough to make us individually identifi-
able. Given the high reliability of such linguistic signals to mark social identity, it is not surprising 
that young children are very sensitive to them. Indeed, children as young as 5 months show a
preference for speakers who use the same accent as them [99], and 5-year olds’ social prefer-
ences are guided more by a speaker’s accent than by visu al cues of group membership, such
as race [100]. 

That language is such a rich and persistent source of information of social identity, and that we are 
so sensitive to social identity information conveyed through language, hints that social signaling is 
one of the evolved functions of language. Although conveying social information every time we 
speak is not always desirable, the ubiquity of linguistic social signaling suggests that it is a feature, 
not a bug. That said, sociolinguistic variation can also be the basis for discrimination when users
of more ‘prestigious’ varieties encounter users of nonstandard varieties or non-native language
users [101]. 

Although social signaling of information in language is often unintentional (making linguistic social 
signaling an intriguing example of non-ostensive linguistic communication), our capacity for os-
tensive communication allows us to use linguistic emblems of social identit y ostensively, deliber-
ately shifting between different linguistic styles to intentionally express social identity, community,
and group membership [102,103] and to strategically align with or distinguish ourselves from
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others [104]. In doing so, these emblems can serve as linguisti c resources for audience design
[105]. The fact that our language use is tied to social roles also has implications for the design fea-
ture of ‘interchangeability’ (Feature 7), according to which every language user can send and re-
ceive the same messages. However, language us e is not directly interchangeable because not
everyone can ‘do’ the same things with the same words [106]. From a social and pragmatic per-
spective, the function of certain utterances can be directly tied to the social roles of the sender 
and receiver. For example, speech acts such as ‘I now pronounce you husband and wife’,  or  ‘I 
sentenc e you to 5 years in prison’ only achieve their intended communicative function if spoken
by someone whose social role is imbued with the power to actually marry a couple or sentence
someone to prison.

Social signaling has also been investigated in nonhuman animals and shows many interesting 
parallels with human language. For example, vocal convergence (i.e., where the acoustic features 
of different individuals become more similar over time) is an affiliative behavior that helps to form
and maintain social bonds [107], and has been shown in several nonhuman animals, including,
among others, songbirds [108], bats [109], elephants [110], cetaceans [111], and pri mates
[112]. Over time, such vocal convergence reduces the amount of acoustic variation within groups 
while increasing the acoustic variation between groups, leading to the establishment of group 
markers. Vocal behavior s that signal group identity can translate into group variation for specific
call types (e.g., Guinea baboons [113]) or group-specific call orders (e.g., bonobos [114]). Some 
nonhuman animals even use family member-specific vocal labels to refer to other individuals in the 
group (e.g., marmosets [115] and elephants [116]). Moreover, acoustic signals often carry impor-
tant information about individuals’ biological characteristics, such as age (e.g., red deer [117]), 
sex (e.g., African clawed frog [118]), and body size (e.g., pig [119]), which help to mediate social 
interactions, such as mate competition, territory defense, and parent–offspring recognition [73]. 
Besides the spectral information in acoustic signals, temporal information can also be used for 
social signaling. For example, northern elephant seals can memorize the unique rhythm and tim-
bre of their rivals' vocalizations, allowing them to recognize individual competitors, determine their
status in the social hierarchy, and adjust their behaviors accordingly [120]. 

Cognitive augment ation
Being a competent speaker of a language requires, among other things, learning the set of mean-
ings that comprise its basic vocabulary. Most words denote categories: ‘red’ denotes a region of 
color space; ‘on’ and ‘aunt’ denote spatial and kin relations, respectively; ‘hundred’ denotes a 
cardinality; and ‘exasperated’, a feeling. Learning the meanings of these words requires learning 
the categories they denote. Some of these categories woul d be learned with or without the ben-
efit of learning their names. However, many other categories would not be learned (or would not
be learned by everyone in a community) if they were not part of a linguistic system [121,122]. A 
growing literature shows that, beginning in infancy, words serve as ‘invitations to form categories’
[123], with language guiding children to learn categories they would otherwise struggle to learn
[124–126], and having especially pronounced effects in tasks that require overriding visual ap-
pearance in favor of more abstract relations, such as ‘on’ and ‘under’ [127]. 

In addition to guiding people to learn categories that are culturally deemed worth knowing
[128,129], experiments show that even informationally redundant labels can facilita te category
learning [130,131], shape visual memory [132], and align people’s mental r epresentations
[133]. Interfering with language produces categorization impairments, particularly when the 
task calls for selectively focusing on a specific dimension while ignoring other salient dimensions
[134,135]. Such ‘extra-communicative’ effects of language are even evident in lower-level per-
ceptual tasks. Contrary to classic claims that vision is immune to influences from language
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[136], verbal descriptions can dramatically transform our ability to recognize a n otherwise non-
sensical image [137]. Moreover, color words affect the accuracy with which people can discrim-
inate colors [138], and a label can make an otherwise invisible stimulus visible [139,140]. A 
common thread uniting these findings is that language transforms largely analog and continuous 
representations into more categorical ones. In turn, this enables more reliable reuse and recom-
bination of representations [141]. The ability of language to augment cognition is powerfully dem-
onstrated by the recent success of LLMs. These systems offer an existence proof of how much
functional world knowledge can be extracted from language alone (Box 5). 

Findings that language augments cognition are further supported by reports of augmented cogni-
tion in language-trained nonhuman animals. For example, language-trained animals, such as Alex 
(an African gray parrot) and Kanzi (a bonobo), showed cognitive behaviors far outside those of 
untrained conspecifics, for example with regard to higher-order abstractions, s uch as shapes,
colors, or numerals, and concepts, such as presence/absence and same/different [142,143]. 

Language as an adaptive system: interacti on and transmission
Hockett’s framework conceives of language as a product, an endpoint of an evolutionary process. 
For Hockett, the cultural (i.e., ‘traditional’) transmission (Feature 12) of language over generations 
was a characteristic feature of language. However, recent advances in evolutionary linguistics
[18] show that ‘transmission’ is not just one static feature among many others, but can be under-
stood as two complex dynamic processes of interaction and tran smission, which continuously
shape language itself, even giving rise to other features such as ‘productivity’ [163] (Feature 11;
Figure 3B). In this complex adaptive systems approach, cultural ‘transmission’ is not simply a 
design feature of language, but a key process responsible for the very design of language as a 
whole. In this approach, languages are best understood as dynamic products of ongoing, cumu-
lative interactions between individual users over time, spanning multiple timescales: from the real-
time production constraints and accommodation processes happening moment to moment in 
conversation, to the developmental trajectories of individuals acquiring langu age, to broad cultural
changes in populations occurring within and across generations, to long-term biological changes
over evolutionary time [104,144–146]. The empirical study of these dynamic interactions both 
within and across generations has fundamentally transformed our understanding of other design 
features, such as ‘duality of patterning’, ‘arbitrariness’, ‘semanticity’,  and  ‘productivity’ in that 
these features are now also seen as inherently dynamic instead of static, and thes e dynamic
features themselves arise out of an interplay between interaction and transmission.

With regard to the design feature of ‘semanticity’, taking face-to-face interaction as the ‘core ecol -
ogy for language use’ [39] has led to an increasing focus on the dynamic co-creation and negoti-
ation of meaning based on pragmatics and inference during interaction [22,23,147]. Experimental 
work simulating the emergence of novel communication systems shows that symbols acquire their 
meanings over a repeated process of negotiation, repair, and use, with individuals slowly al igning
on shared/agreed meanings based on their cognitive and communicative needs [21,148–152]. 
These results contrast sharply with Hockett’s static view of semanticity, where words and phrases 
inherently ‘have’ or ‘carry’ meaning. It is now clear that the meaning of words and phrases are 
highly contextual and constantly shaped by interaction. For example, answering ‘He is still wa lking
around’ to the question ‘Is John healthy?’ implies that John is in fact not very healthy [153]. The im-
portance of inference also extends to comprehension of single words, such as knowing that ‘or’ in 
‘soup or salad’ implies either but not both, while in ‘cream or sugar’ it implies neither, either, or both.

This dynamic view of the construction of meaning in interaction also helps explain the processes 
involved in ongoing lexical change, whereby words lose and acquire new meanings over time
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[154,155]. It further helps explain the prevalence of iconicity alongside ‘arbitrariness’ across lan-
guages, by exposing how repeated use and transmis sion can transform highly iconic signs into
more arbitrary and less transparent ones over time (Box 4)  [149,156]. Repeated interactions, ob-
servational learning, and (attempts at) imitation are also important factors in the establishment of 
conventions in some nonhuman animals, such as Guinea baboons and chimpanzees [157–159]. 
Interestingly, in both human and nonhuman animals, the process of cultural evolution can give rise 
to diversification over time [96,160], such as when different social groups develop their own 
unique patterns of communication (e.g., accents or dialects; see ‘Social signaling’).

‘Productivity’ can emerge from the processes of interaction and transmission. In all human lan-
guages, there are two ways in which smaller units are recombined to create larger units: (i) pho-
nological combinatoriality, where a limited set of meaningless building blocks (e.g., sounds or 
handshapes) are recombined to create a diverse set of meaningful lexical items (i.e., words, mor-
phemes); and (ii) syntactic compositionality, where thesemeaningful lexical items are, in turn, sys-
tematically recombined to express an almost limitless array of more complex meanin gs
(e.g., compounds and sentences). In Hockett’s framework, these two features are collectively re-
ferred to as ‘duality of patterning’. However, it appears that these features can evolve indepen-
dently of each other. For example, emerging sign languages can be fully productive without
phonological combinatoriality [6,161]. Moreover, multiple behavioral experiments and computa-
tional models have shown that both combinatoriality and compositionality, including the higher-
level properties of hierarchical structure and recursion they enable, spontaneously emerge as a
response to communicative and cognitive pressures operating during social interaction and
cross-generational transmission [20,21,151,159,162–167]. 

The emergence of combinatorial and compositional structure is also affected by sociodemographic 
factors For example, combinatorial structure emerges faster in populations where peer-to-peer in-
teraction is highly prevalent, and individuals learn most often from other learner s as opposed to
frommore experienced individuals [168]. Similarly, compositional structure emerges faster in larger 
communities [169], with bigger and more diverse populations worldwide typically using languages 
with more systematic and regular grammars [170–173]. These results highlight the adaptive nature 
of language in response to different pressures, such as the need to interact with more people, with 
novices, or with people with whom there is less common ground. Together, these findings under-
score the fact that at least some of the basic architecture of natural language, such as the duality of 
patterning and productivity of languages, can be explained as an ongoing and dynamic adaptation 
to communicative needs and processing limitations, em erging over time as part of the continuously
changing processes of interaction and transmission.

Importantly, combinatorial and compositional structures have been found in the communica-
tion systems of several nonhuman animals, including mammals and birds [11,174,175]. For ex-
ample, bird species such as chickadees and chestnut-crowned babblers combine 
meaningless sound elements to create functionally relevant vocalizations, with variations in 
call combinations linked to specific contexts and behavioral responses [176,177]. Other spe-
cies, including southern-pied babblers and Campbell’s  monkeys,  also  show  e  vidence of
compositionality [178,179]. Specifically, male Campbell's monkeys produce distinct alarm 
calls for leopards (‘krak’) and eagles (‘hok’), which can become alarm calls for more g eneral
disturbances or aerial threats by adding an ‘-oo’ suffix [179]. The use of more sophisticated 
and objective methods to capture and analyze nonhuman animal signals in multiple modalities 
may reveal that compositionality is even more widespread than previously assumed (Box 1). Al-
though it remains unclear how this combinatoriality and compositionality emerged in nonhu-
man animals, some communication systems, such as birdsong and whale song, are also
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Outstanding questions 
What was the evolutionary impetus 
for the emergence of ostensive 
communication in the human lineage?

How can we determine which 
signals have an important role in 
the communicati on systems of
other species?

What methodological, biological, and 
ethical considerations should projects 
attempting to understand nonhuman 
communication using machine 
l earning models (e.g., Earth Species
Project) take into account?

To what degree do other animalsmake 
use of iconicity in communication?

Why do we not find language-like sys-
tems in other animals, despite their la-
tent social and cognitive capacities? 
Could this be related to their ability (or 
lack thereof) to ostens ively and spon-
taneously recruit multimodal semiotic
resources?

LLMs succeed in performing a variety of 
tasks only from being trained on (written) 
language. Can the study of LLMs help 
us understand how exposure to different 
as pects of language works to entrain
human cognition?

How and which social and environmental 
pressures shape languages? Do these 
pressures operate similarly across 
different timescales (e.g., day-to-day in-
teraction versus cross-generational trans-
mission of language)?
culturally transmitted, and recent research suggests that human-like statistical properties sim-
ilarly emerged in these systems thanks to the process of cultural transmission [180]. 

Concluding remarks 
Developments in cognitive science, linguistics, and animal communication over the past 65 years 
require a revision of Hockett’s ‘design features of language’. Some of the original features, such 
as ‘vocal-auditory channel’ or ‘arbitrariness’, have become obsolete owing to a deeper under-
standing of human language, while features including ‘duality of patterning’ that were considered 
unique to huma ns are apparently more pervasive in animal communication systems than was
known in Hockett’s time (Figure 1). Other features, such as ‘productivity’, remain central to lan-
guage, but are more dependent on cultural processes than originally envisioned. More generally, 
the picture of human versus nonhuma n animal communication that has emerged over these 65
years is importantly different from Hockett’s, raising new avenues of research (see Outstanding 
questions). Our focus was on three key aspects: the multimodality and semiotic diversity of lan-
guage; the functions of language; and the nature of language as a complex adaptive system.

First, we emphasized the critical role of multimodality and semiotic diversity as a central design fea-
ture of language. Language can be implemented in different modalities, such as speech, visual sign 
languages, and even tactile sign languages (i.e., modality flexibility; Box 3), and typically integrates 
multiple modalities simultaneously, as, for example, in combining speech wit h gesture and facial
expression (Figure 2). Language also exhibits semiotic diversity, featuring both discrete and arbi-
trary signals as well as graded, iconic ones. While the use of multimodal signals is found all over 
the animal kingdom, the extent to which other species are able to flexibly switch between modal-
ities outside their regular repertoires or spontaneously generate iconic signals is less clear (Box 4). 

Second, we highlighted the fact that there are multiple coexisting functio ns of language that go
beyond exchanging information (Figure 3A). Although the centrality of this function is widely ac-
knowledged, current evidence demands a more pluralistic view by which language is also used 
for signaling social information, such as group membership, as well as for cognitive augmenta-
tion. Due to its reliance on ostension and pragmatic inference, language makes use of multiple
semiotic resources to flexibly convey meanings, allowing humans to turn just about anything
into a communicative act (Table 1 and Box 2). While the communicative signals produced by non-
human animals also often serve as important markers for group identity, less is known about the 
impact of newly learned signals on their cognition, or about their ability to turn non-ostensive be-
haviors into ostensive ones.

Lastly, while Hockett’s view of language was characterized by a list of static features, a modern 
understanding of language views it as an inherently adaptive and dynamic system, requiring us 
to shift our focus to the processes of interaction and transmission that give rise to these features
in the first place (Figure 3B). In this view, cultural transmission is not simply another feature of lan-
guage, but rather encompasses two processes, transmission and interaction, which shape its 
structure and give rise to other features, such as ‘productivity’, ‘semanticity’, and ‘duality of pat-
terning’. This adaptive system view emphasizes that languages are best understood as dynamic 
products of ongoing, cumulative interactions between individuals over time and across broad 
timescales: from the real-time production constraints of daily conversation, to population-wide 
cultural and biological changes. Notably, this view highlights the fact that language is a social 
tool, used for social purposes and evolving under social pressures. While we know that 
combinatoriality and c ompositionality (which together create ‘duality of patterning’), as well as
‘semanticity’ can also be found in the communication systems of other animals, the potential
role of cultural transmission in shaping their evolution remains an intriguing possibility.
16 Trends in Cognitive Sciences, Month 2025, Vol. xx, No. xx
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Throughout this review, we have shown how the study of language evolution and adaptation can 
gain important insights from research on animal communication (Box 1). Thus, multimodality and 
semiotic diversity, diverse functionality, and adaptiveness represent crucial directions for compar-
ative work on human language and nonhuman animal communication, and provide a new
roadmap for future research avenues.
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